A note on computation
Joe Ritter

Carter, Schnepel and Steigerwald (2017) define the approximate effective number of
clusters for a linear combination of coefficients by
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where X, contains the data for cluster g, A is the assumed variance matrix of the
errors, and a is a selection vector. This package enables only selection vectors for
single coefficients (e.g., [0,0,1,0,0,0]).

Carter et al. suggest setting A to a matrix of ones, which implies, conservatively, that
errors within a cluster are perfectly correlated. However, this choice is a problem
if the regression includes cluster fixed effects: either X is the outcome of a within
transformation or explicitly includes columns of fixed effects. In the former case, the
problem is easy to see. The means of X, should be zero, but, computationally, they
are tiny nonzero numbers. Therefore, X| A should be zero, but, computationally, it is
filled with tiny nonzero numbers. This ultimately results in a tiny, computationally
unstable value for 2. Not surprisingly, when cluster fixed effects are columns of X
the same problem crops up. Therefore, effClust sets the off-diagonal elements of A
to 0.999 by default, which makes no appreciable difference in other cases.

When clusters are very large, the A matrix is huge, so direct implementation of the
matrix formula can be a problem. The package therefore follows the approach outlined
in MacKinnon, Nielson, and Webb (2022), equation (38). However, it does not force
p = 0 when there are cluster fixed effects as recommended there. MacKinnon et al.
recommend p = 0 when there are cluster fixed effects on the grounds that the fixed
effects typically remove all of the intra-cluster correlation in the equi-correlated case.
But since equi-correlation in A is just a convenience, not a maintained hypothesis,
judgement about the value of p is left to the user.
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