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The PAM Clustering Algorithm

PAM stands for “partition around medoids”. The algorithnmitended to find
a sequence of objects callegdoidsthat are centrally located in clusters. Objects
that are tentatively defined as medoids are placed into 8 eésel ected objects.
If O is the set of objects that the 9ét= O — S is the set ofunselected objects.

The goal of the algorithm is to minimize the average dissimilarity of objects
to their closest selected object. Equivalently, we can minimize the sum of the
dissimilarities between object and their closest seleclgelct.

The algorithm has two phases:

(i) Inthe first phaseBUILD, a collection oft objects are selected for an initial
setS.

(ii) In the second phas&WAP, one tries to improve the quality of the cluster-
ing by exchanging selected objects with unselected objects

The goal of the algorithm is to minimize the average dissimilarity of objects
to their closest selected object. Equivalently, we can minimize the sum of the
dissimilarities between object and their closest selechgélct.

For each object we maintain two numbers:

e D,, the dissimilarity betweep and the closest object it and
e £, the dissimilarity betweep and the second closest objectdin

These numbemust be updated every time when the sets S and U change. Note
thatD; < E; and that we have € S if and only if D,, = 0.
TheBUILD phase entails the following steps:

1. Initialize S by adding to it an object for which the sum of the distances to
all other objects is minimal.

2. Consider an objeéte U as a candidate for inclusion into the set of selected
objects.

3. Foran objecy € U — {i} computeD;, the dissimilarity betweeg and the
closest object irb.



4. If D; > d(i,7) object;j will contribute to the decision to select object
(because the quality of the clustering may benefit);dgt = max{D; —

d(j,4),0}.
5. Compute the total gain obtained by addirig S asg; = ZJEU Cji.
6. Choose that objec¢tthat maximizeg;; let S := S U {i} andU = U — {i}.

These steps are performed unitibbjects have been selected. The decisions taken
in assesing objectare shown in Figure 1.

The second phas8WAP, attempts to improve the the set of selected objects
and, therefore, to improve the quality of the clustering.

This is done by considering all paifs h) € S x U and consists of computing
the effectl};, on the sum of dissimilarities between objects and the ctesdscted
object caused by swappingand h, that is, by transferring from S to U and
transferringh to fromU to S.

The computation of;;, involves the computation of the contributidn;;;, of
each objeci € U — {h} to the swap of andh. Note that we have eithej, ) >
Dj or d(j, Z) = Dj.

1. K;, is computed taking into account the following cases (alse, Big-
ure 2):
(a) ifd(j,i) > D;, then two subcases occur:
i. if d(j,h) > D;, thenKj;, = 0;
ii. if d(j,h) < D;, thenK;;, = d(j,h) — D;.
In both subcasedy ;;;, = min{d(j, h) — D;,0}.
(b) if d(j,7) = D,, we have two subcases:

i. if d(j,h) < E;, whereE) is the dissimilarity between and the
second closest selected object, th€p, = d(j,h) — D;; note
that i{;;, can be either positive or negative.

ii. if d(j,h) > E;, thenKj;, = E; — Dy; in this casel{;, > 0.
In each of the above subcases we have
Kjih = mln{d(], h), EJ} — D]
2. Compute the total result of the swap as

T = {Kjn | jeU}



Cji = Dj —d(j, 1)

Figure 1: Computation of the Contributia@ry;

3. Select a paifi, h) € S x U that minimizesl,.

4. If T}, < 0 the swap is carried ouf), and E, are updated for every object
p, and we return at Step 1. iifiin 7;;, > 0, the value of the objective cannot
be decreased and the algorithm halts. Of course, this hdppghen all

values of7;;, are positive and this is precisely the halting conditionied t
algorithm.



Dj
(a:)
d(jfh) | d(jﬂ")
Dj
(i)
d(j,i)|=Dg d(jl,h)|
D; E;
(bs)
d(j,i)|=DJ | d(jfh)
D; E;
(bis)

Kjin =0

Kjih - d(]a h) - Dj

Kjih - d(]a h) - Dj

Kjin = Ej — D

Figure 2: Computation of the contributidsi;;;, of object; to the swap of € S

withu € U





